JOURNAL OF SOFTWARE ENGINEERING & INTELLIGENT SYSTEMS
ISSN 258839
30" Aprik01A/olume 2, Is$SEIS, CAOMEI Copyrigi?@.2016

wwwseis.org

A survey of decision supportand cognitive loadin

requirements engineering

Falak Sher’Shahbaz A.KGhayyur
IFaculty of Computing, Universiti Teknologi Malaysia, Malaysia
2International Islamic University, Islamahd@akistan
Email: falakawan@gmail.confshahbaz.ahmed @iiu.edu.pk

ABSTRACT
Decisionmaking is one of the most complastivities in requiremesingineerindRE). There are certain factors
which affect directly or indectly to the quality of decisiommaking. Certain characteristsiand guiding principles
also exist and theoretically grounded which can play a very important role in improving the quality of eecision
making. But there is a need to improve and evaluate these characteristics and their guiding principles for their
effeciveness and prioritization. One of these characteristics is cognitivehiaiagiamajor cause for effectiveness
of quality of decisioamaking in RE It can be reduced by following the guiding principles giving dedahd
overview information about theystem during decisiemaking in different pases of RESimilarly, different
techniques also exist in literature which can help in reduCognitive Load during decisiemaking pr@ess in
RE. However, it $ required to evaluate the usefulness of tlbseacteristics in termsf their effectiveness,
valuable in a certain context, and their prioiityrder toincrease efficiencyHence, asurvey is conducted in this
research in order to evaludtee characteristic of cognitive load atté use of decisn supportdols,techniques
and their effectiveness in making decisiéor RE and to reduce cognitive load

Keywords: decision support; requirements engineering; cognitive load; degisiding;
1. INTRODUCTION

Requirements Engineering (RE) asvery critical activity for those who are in the field of research and
development in software industry fitrelast many decades. It has been recognized that due to complex nature of
the areaf Software Bgineering SE)it is very difficult to make decisi@during its different phases. Our ultimate
perspective throughout thigsearchis to focus on validation aspect of chaeaistics required for decisien
making in REto improve the quality of decisiemaking in RE écision support systems (REDSS).

Empirical validation for such characteristics which influence REDSS should tottsenhancthe decision
making @pabilities to perform decisiomaking activities in th&E decision process. Presently, there is a need to
go for justification in terma of practicd implementation of existing guiding principles and charadiesgsto
facilitate decisiormaking requiremestof requirements engineer in the field BE for decision support.
Moreover there is a need to work on existiRdg tools to validate their existg capabilities in tersof sugort
for REto augment their decision capabilities in decision support sgge8S) It is also required to consider
different leves where there is a need for support to hedgision makegin their decisioamaking process$o
improve the quality of their decisisin the field of RE and research. Therefonee have decided to target the
practical aspesibf the industry to explore current situation of existing tools and introduction of new disgction
overcome the problesnof the industry as well as researchfer decisioamaking in RE. Hence, in order to
achieve this goal a survey based approach is adopted. Initially empirical evidences are gathered from the literature
in order to strengthen our research claim.

Zave (1997)pr ovi des one of the clearest definitions of F
software engineering concerned with the #walld goals for, functions of, and constraints on software systems.
It is also concerned with the relationshiptieese factors to precise specifications of softvmaleaviouy and to
their evolution over ti[fh&Eand abeosibraothwarfe sif amielmise
with the desired properties and constraints of softwaret ensi ve systems, the goals to
environment, and assuinp ons about {2h Nusethehvandr Easterbmai@0@0)define RE as a
series of decisions that lead from recognition of a customer problem to be solved (or a need to be satisfied) to a
detailed spefication of that problenj3]. The decisiormaking complexity stems from the limited capacity to
understand everything, the limited time in which to make decisions, and the limitations of our schemas (cf.
bounded rationality in decisiemaking [4] and multitude of attributes toomparethe choice strategie§5].
Cognitive |l oad is a Aconstruct repr e ®undnitha gognitiee | oad
s y s t[@. mMaputitin other words, cognitive load means a mental exertion. Its purpose is to interpret and process
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information in order to decide attionwithin a given space of tinf&]. There aréwo common wagto categorize
requirements that are

1 Functional requirements
1 Nonfunctional requirements

Non-functional requirements cdre sorted into three groufs]:
1 Organiational requirements
1 Product requirements
1 External requirements

Another way ofcategorizing requirements|i9]:
1 Goal level requirements
1 Domain level requirements
1 Product level requirements
1 Design level requirements

Requirements specification is a term given two different meanings in the literature. It is used as either
describing the RE activity of specifying requirements which caoruerstood by their stakeholders or as the
name of the documenbvering the requirements thati€omplete descriptiorf hat the system should ¢id0].
Someone has to carry out the activity in order to receive a collectionaifispeequirements. To divide the term
into two different ones wilhot add any valueThus, we include both meanings in oesearchand let the textual
context show the current meaning.

It is important, not onlyto specify requirements of different tgp, but to write clearynderstandableand
unambiguous requirements. Otherwise, the users of the requirements may interpret them in an incorrect way and
thereby use them inappropriately. Requirements can be writteatunal or formal languadd 1]. Natt och Dag
and Gervagf2005)advocate natural language when requirements are specified, whiclotfoeycdmmunicative
reasons[12]. Natural language is the primary communication language of people, which makes it more
understandable for more readers than formal language. Natural language is useful for validation of requirements,
and is not domakspecificor specific for a certain level of abstraction. Therefore, it is more fleXilale formal
languagd12]. On the other hand, natural language can be, and often is, ambiguous and difficult to understand.
This carlead to misinterpretatio4 1, 13], and as a resyfroblems occur during the system development process
causing quality problems in the system.

It is necessary to specify requirements in order to develop successful systems, but low quality requirements
reduce the chances of reaching that goal. Diffjcdnlunderstanding the requirements is one such quality problem.
However, this is not the only threat to quality. Other common requirements problems, listedobya&and
Sommerville(1998) areinconsistent and incomplete requirements as well as wrongeeatgntswhich do not
fulfil the needs of the usdrk3]. Other essential problems dhat it is expensive to make changes among agreed
requirements, and that there are confusions aneupsxetween differarstakeholder§l3].

A reflection of specifying requirements at different levels is the importance of traceability and dependencies
between the requirements at differeavdls and within each lev¢l4]. To make decisions concerning, for
instance, a requireme change proposal at an orgaianal level will most likely have an effect on other
requirements. There are also cascade effects concerning the traces betweeelghd Iequirement aan
organiational level is most likely concretised in several requirements at the project level. This can also be the
reverse case, since a requirement at a project level can be a concretisation of several requirements at a higher
level. The decisioomake needs to have information about these relationships in order to makeiaferatied
decision, where at least some consequences are kanwivcan be taken into account.

1.2 Activities in RE
1.2.1 The RE process

RE process has several activities through wiifflerent kinds of information flow and knowledge increases;
not least concerning requiremerts shown inFigure 1.The RE process consists of tfilowing activities:
elicitation, analysis, negotiation, validation, documentation, and management. In requirements elicitation, the
reqguirements are discovered. These firawo requiremen
requirements analysis. Thereeamultiple stakeholders involved in the process who have different views and
needs. Thus, requirements negotiations are necessary in order to agree on a set of requirements. The requirements
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should also be validated to ensure the quality of the futurersysthe requirements are documented, and
requirements management is also necessary.

Elicitation

Information, Agreed requirements
ideas, information,

knowledge, JoR /Veg knowledge
requirements, etc. oo ; ".00 ete.

uonepieA

RE process

Figure. 1 RE process
1.2.2 Requirements elicitation

A central activity in RE is to generate the requirements of the system. In requiretigtatison, the needs of
the users and other stakeholders should be learned and understood in order to communidatenttion to
devel oper s. The sources of requirements ar datiomf di ff e
and existing systerfiL3, 15]. Requirements elicitation can be compared to data collection, i.e. data concerning
relevant aspects ar e br oug konduttedgevdrahtanes withinbha REprocess, | ect i

since it is not possible to ficollectd a complete set
fdataod is needed during RE process al so omlswmézZowgghi whi | e
and Coulin(2005)r equi rement s el icitation Amust allow for c o

collaboration with dlthe relevant stakeholdert must also provide strong foundations for the emergence,
discovery, and inventioof requirements as part of a highly intetige elicitation process[15]. There are five
fundamental types of activities in the procesequirements elicitatioflL5]:

1 Understanding the application domain

91 Identifying sources of requirements

1 Analyzing the stakeholders

1 Selecting the techniques, approaches, and tools to use

9 Eliciting the requirements from stakeholders and other sources

1.2.3 Requirements analysis

While, requirements analysis and requirements elicitation are interdependent and iterative, none of these
activities have high value on their own. In the previseistion,we compared requirements elicitation with data
collection. The collected data has to bealgsed in order to be understaadd interpretit. Accordingly,
requirements analysis can be comparedata dnalysis. We have to orgamisacrutinie, and add meang to the
fidat ao, makeituosredfeurl .t oDuri ng fidata anal ysi s0O we become av
knowl edge. Hence, the fidata analysiso drives further
requirements analystan be conducted almost synchronously or at separate times.
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According to Kotonya and Sommerville, the purpose of requirements analysis is to establish a complete and
consistentset of requirementgl3]. The need for a requirement has to be established and it must be ensured
feasible wihin the budget and schedule. The requirgimeocument should be scrutieizin order to find missing
requirements, requirements conflicts, ambiguous requirements, asasvalverlapping requiremen{d3].
However, not only requirements should be the result of requirements analysis. Sutcliffe claims we need
information in order to understanide system context and to be able to model ane woénariofl1]. There are
different types of information that should be gained during this activity:

a) dynamic information,

b) static information,

c¢) contextual information, and
d) intentions

While dynamic information describes events, actions, procedures, angdiasic information is, for example,
entities, agents, attributes, relationships, properties and states. Contextual information concerns the setting of the
system, while information about intentions includes goals, arguments and justificationgfdmigtion can be
usedfor refinement of requirements, interprigda, modelling, and desigi1].

1.2.4 Requirementsnegotiation

The stakeholders of a system and a system engineering process have different perspectives, goals, and needs.
This inevitably has an effect on the requirements, and-tffddbetween these conflicts are neces$afy 13,
16]. This is handled in the activity called requirements negotiation, which is a process wherenteqts
conflicts are discussed and salvthrough compromisell3]. Requirementsiegotiation can iteratively occur
several times in the RE process. It does not take place in a specific order in relation to other RE activities.
Negotiations can also be made during other activities, for example, if a goal analysis is conducted algperativ
between stakeholders, then negotiations concerning the relative importance of goals are certainly needed.

An important purpose of requirements negotiation is to agree on a set of requirements. More specifically, as
described by Sutcliffe, there shoulé agreement with regard to the most appropriate degitjons andrade
offs betwen conflicting requirementdl1]. There should also be a selection of requirements for prioritisation.
Griunbacher and Seyft2005) mention that another important result of requirements negotiation is an
understanding of why there is a disagneat among the stakeholdgds]. Such disagreements are threats and
they ned attention and should be dealt with in the project management.

1.2.5 Requirements validation

The term validation has slightly different meanings for different authors in the literature. Sutcliffe describes

that validation #fi nvolthedamplicgtiens ofia requiremsnts ispecifitation and thenr st an
agree thatitaccurae | y r e f | e c[11k This btateiment can be boatsasied to the view of Kotonya and

Sommerville who define requirements validation as bei
for consistency, completens s , andl[l3.c ckiotacryypa and Sommerville furth
requirements validation i s theregdiremdnts th eettify that thdy eepreseng ui r e n

an acceptable description of the system which is to be ienpn e n13Je SLtwliffe is more oriented towards the

users and how to get the users to comprehend the consequences of the requirements. We consider the user
perspective important, although not enough. There are other stakeholders nimjportguirements validation,

for example, a customer or another project sponsor. An obstacle of user requirements validation is that there are
not always real users available. The availability depends on what type of application that is developed. The
availability of users is most likely higher in the development elidise bespoke systems, than madketen
development.

1.2.6 Requirements documentation

A large amount of resources is invested in the RE process, which results in a lot of information. The
information needs to be documented so that it can be used by different stakeholders. Similar to specification, the
term 6documentationd has two meanings; an activity o
context shows the current meaninggRieements documentation should be performed continuously in the RE
process so that no important information is l@sttequirements document can be stored and accessed using
different media; either a computer or paper. The media can also be combineégeigements can be stored in
a database and from that a papased requirements document can be generated -Pagest documents are still
important. To put it in the words of Hoffmann et@004)iit he days of paperless develo
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especially in fields where interactionttvsuppliers is importan{17]. An important document is the requirements

specification Eriksson(2007)lists other requireents documents, for exampgtes]:

a)

Preliminary study documents The result of investigations preceding the requirements engineering

process

Vision document$ Describe the vision of the system

Use cases Describe the interaction between the actors of the system

Supplementary specificatioiisAdditional requirements
Change requestsDescribe requests of requirements changes
Sequence diagranisDescribe communication flows between the system actors
Function specifications Requirements that are broken down from the requirement specification
Screen layout Describe the screen layout of the system
Design specifications Requirements that aredken down from the function specification

Graphical user interface standardSompany or projeespecific guidelines concerning the user interface
Component specificatiorisDescribe in detail the components of the system

1.2.7 Requirements management

Otherimportant parts of RE is requirements management and requirements change management. Since the
requirements are continuously changing, they must be effectively dealt with. There are other significant areas,
such as quality assurance in RE, requirementsipziation, requirements traceability and dependencies, impact
analysis, and requirements management tools. We have summarized important areas related to requirements
management in Figure 2.
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Figure. 2 Areas of requirementsamagement

1.3 Requirement enginering tools

RE involves many complex and important activities. The skills and knowledge of the requirements engineers
are vital for successful RE work. However, as the size of projects or systems increase, then skill and knowledge
is not always enough. The requirememgi@eeers possibly need assistance in order to effectively carry out the RE
tasks. Such assistance can be partly provided by RE toolsodtE are defined by Matuleviciu005) as
e automapedt
Often, the RE tools are termed as the requirements raareag toolg17, 20-22].
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The otheRE activities and taskdsoneed support, such as generation of ideas of innovative solutions for the
next generation of the system, problem solving with regard to requirements error reports, and dissemination of
requirements information. Consequently, we use the term RE tootadnst requirementmanagement tools, in
this research papeAccording to INCOSE, there are different types of RE toolxkwhire depicted in Figure 3

[22.

Requirements
engineering tools

Requirements
management tools

Requirements
generation tools

Requirements
capture and
identification tools

Requirements
traceability tools

Reguirements
classification tools

Tools for elicitation
of requirements

Textual requirements
capture tools

Figure. 3 Categories of REobls

A requirements generation tool produces lower level requirements in a systematic way. The generation is
basedon, for instance, design constraints and ltsstrom system simulationf22]. It is not obvious from
| NCOSEds description, if the generation
that both are possible to some extent, although we argue that human intervention is important. There are important
aspects that are implicit and knowledugsed, which calls for a person. INCOSE describes a requirements
classification tool as ebéing classifications of requirements with the purpose of facilitating scheduling and
tracking of requiements analysis activitig22]. Requirements capture tools compile information from several
text sources. They aid in finding relationships in the documents. A requirements identification tool separates
requirements in a set of information from superfluous information. A reangints traceability tool makes it
possible to manage links between requirements and other artefacts, such as models, requirementsidhanges, a
information sourcef22]. This categorization shows that not all aspects of RE are supported by tools. For example,
there is no requirements negotiation tool or requirements validation tool. Perhaps such tools exist, though not
explicitly part of the categorisation of RE tools, which indicates that there is room for improvement in this area.

i sweguedso mat i c

A problem with the RE tool categodtion of INCOSE is that the functionality of a certain RE tool can be
broad and the tool can be classified in seM@Eatool caggorieqd19]. This makes the classification more difficult
to use, which deeases its value. Aher problem with the categoaiion is that many RE tools on the market
are aailable as COTS componenl, 23]. Thus, depending on what components the purchaser chooses, the RE
tool providedifferent functionality. Hence, it can be categorised in different ways.

RE tools are evolving towards integration with other tools used in the development process, and they also
progress towards product lfscle mangement[2]. However, most RE tools are based on a requirements
database, which store requirements and related documents. This facilitates gaining an overviewgoyachisin
finding requirement§18]. Eriksson states that several RE tools can manage requirements, error reports, as well
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as test cases. They can be linked to each other and their relationshijes diaplayed in traceabilitynetrics
Some tools support prioritisaticand requirements checkifitg].

There are many lists of ahacteristics, requirements, and improvement suggestions for RE tools in the
literature[2, 10, 17, 18, 20, 22]. Examples of the content the lists are that the RE tool must support Haseg
and configuration management, be dsiemdly, support standard systems modeling techniques and notations,
allow the user to freely define a requirements management model, improve facilities fgedpraphically
distributed collaborative work, and inteyol communications. Our impression is that there is a large number of
relevant and important characteristics, requirement, and improvement suggestions. Interestingly enough, none of
these lists inlude characteristics or requirements for RE decision support.

RE tools have advantages compared to office and modelling tools (e.g. Word, Excel, and Visio). A case study
demonstrated that the quality of requirements documents was higher, when an il tbeén used compared
to when standard office dnmodelling tools were us¢d0]. More specifically, as described by Eriksson, RE tools
have dedicated functionality for efficient management of requirements. It is possible to depietraéew of
relationships between requiremelfiis]. RE tools enable checking and approvalagfuirements. Neither of this
can be done efficiently and smoothly with standzffite and modelling toolgL8]. With the help of RE tools, the
goals of systematic requirememtgnagement can be achiedd]. Other advantages are that RE tools force
requirements engineers to write and structure the requitsrimea uniform way18]. RE tools help overcoming
the complexity of activities ebmaced by the RE disciplin@1]. Project managers, requirements engineers, as
well as other project participants can benefit from proper management of this complexity REtaol[23]. A
surveyconduct ed by (2009, dembnstrates| thatunsminstream RE practice relies on standard office
and modelling tools inetd of specialised RE todl9].

There can be many potential reasons why RE tools are not used in every RE process. One reason can be that
not all companies and all projects can benefit from RE tools. According to Eri{&3@7)and Hoffmann et al.
(2004) a company needs to have a stable and mature worksprimatilise RE toolgl7, 18]. The requirements
have to be written ia standardised way, which calls for an agreed way of working with requirements. The need
for an RE tool increases along with several factors: a) when the number of requirements exceeds-a450ut 100
b) when there are multiple persons involved in the RExwe) when the project, budget, risks, and participants
increase, d) when requirements are frequently reused, as well as e) when the project is conducted in cooperation
betweenseveral organisationgl7, 18]. Hence, immature organisations, small projects, projects with few
requirements, and/or singlegamisations can be overwhelmed by the administrative burden caused by an RE tool.
It can be more beneficial in such cases to manage the requisemenmore simplistic manner.

Some other reasons for organisations not using RE tools can be the drawlthodaining challenges of
current RE tools. Many tools lack a useendly interface and they have, therefore, received negative feedback
from engineerqd17]. Hoffmann et al(2004) also mention that the effort sometimes exceeds the benefit, for
example, wkn maintaining traceabilitfl7]. This means that the cost of maintaining traceability links goes
beyond the gains of always having them up to date. Another problem igfftbeltg of making tools from
different suppliers work togethét 8]. Since RE is an intrinsipart of systems engineering, integration with other
tools is important in order to achieve a smooth work process. Lang and D@figih) claim that the social
process of software development has not beeentitto account in RE too[&0]. The collaborative needs of
multidisciplinary and distributed teams are not suppoougH 10]. However, a§19] puts it, the longerm value
of an RE tool stvey is limited, since their featuresdagualities continually evolve.

We have argued that the RE process consists of decisions and dew@giog activities which are critical for
both the system to be as well as the systems engineering process. TdecisiBanma k er 6 s abi |l i ti e
capabilities can be enhanced if appropriate RE decision support is provided. Thus, an important RE tool category
should be RE decision support systems (REDBShisresearchwe use the term REDSS to denote a visionary,
non-existing tool and the term RE tool represents existing tools. The term REDSS implies that the fundamental
concept of such a tool would be decision support. This does not exclude the possibility of implementing decision
supporting functionality and quakf into existing RE tools. Including decisisapporting features in RE tools
is desirable.

There is also a lack of descriptions of the types of characteristics an REDSS should have and what
requirements we should have of such a system. RE decisionrsaparmacteristics have the potential to suggest
and direct research and development efforts concerning decision support for RE draigios.
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1.4 Requirements engineering as decisiemaking

Requirements serve as verbalisation of decisions concerning the functionality and qualities of a system. Thus,
the RE process can be viewed as a decision process and requirements can be viewed as[2#ciipns
Requirements engineers can then be regarded as detial@rs. RE decisiemaking is complexhas several
difficulties, and is of vital importance for both the development process and the system. Therefore, RE decision
support can increase the effectiveness and efficiency of RE denisiking.

1.4.1 RE comprises decisions

RE is largely a decisiomakingpr ocess i n the words of Evansasedt al . i
systems, the ten [and the associated proces§ O6r equi r ement sd mi ght wenlslé6 be r e
and a deci[24.otmpkedhod d®&r sd decisions about the qualit
in requirements. Other important issues in the REE@ss, such as organisation, staffing, and phanmre also

decided upon. Theoor decisiormaking results in RE failur¢26]. Thus by addressing decisiemaking

improvement in RE, the probability of successfudteyns engineering increaqg@d]. Ruhe(2005)stress that the

most successful companies in the future will be those that havetegrated approach for strategic decision

making, requirements managemesmgd road mapping procesg@sd]. The successful companies will be those

who effectively wutilise At hei r -makingprdécésse and woald linlctlispi t al
process to the esséna | supporti2ifg i nformationo

Decisions are made thughout the whole RE procels3]. Aurum and Wohlircompare an RE process model
[28] with a decision process mod&aB], and they claim that the two have much in common in that their activities
have similarities. Using the model of Mintzberg, et(4R76) micro decisions ca be identified[29]. Micro
decisions are concerned with the decisioaker level, i.e. how they actually carry out decismaking. Macro
decisions, on the othband, focus on management activities of an organisational level. Micro and macro decisions
are mutually dependent and intertwine@ttBtypes are present in RE4]. Macro decisions can be categorized
as belonging to three levels in an organisation: strategic planning, managemenit andtoperational control
[30]. In the RE process the decision matter at the strategic level mainly concerns organisational consjderati
such as the consistency of requirements with the product strategy or business goals. Tactical decisions, i.e.
management control, focuses on the project level, for example, human resource planning. The lowest level,
operational control, involves makjrdecisions on realisation issues and decisions on quality, classification, and
properties of requiremenf24, 26]. Examples of decisions that need to be mad®Grare[24, 27]:

a) Which functional and nofunctional requirements should be selected in relation to given time and budget
constraints?

b) How should the requirements be organized?

¢) How should the requirements be classified?

d) What is the imprtance of the requirement?

e) Who are the requirementsd stakehol ders?

f)  What is the priority of the requirements?

g) How does the requirement depend on other requirements?

Such decisiommaking is not always straightforward and there are several challeagdsttsionmakersace
in the RE process

1.4.2 Difficulties of decisiorrmaking in RE

There are difficulties in RE decisianaking, for instance, that it is knowledge intensive activity, and that
human decisiommakers in generddave cognitive limitationf24]. However, there are several other obstacles that
the RE decisiommakers have to deal with. We can use@anués and Connollyds | ist
characterize decisiemaking innatural settingso structure difficlties of RE decisiormaking[31]. The factors
arestated below.

a) lll-structured problems,

b) Uncertain, dynamic environments,

c) Shifting, ill-defined, or competing goals or values,
d) Action and feedback loops,

e) Time stress,

f) High stakes,

g) Multiple players, and
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h) Organiational goals and norms.
1.5 Decisionmaking and Decision Support System
1.5.1 Definition of decision

Decision is a commonly used word. Largmounts of literature have been written on how people make
decisiors, how we should make decisions @oetisequences of decisions. However, the definition of the concept,

decision, is still ambiguous. The reason for this could be that the termistalemfarnt ed; ever ybody
what a decision is. If so, there can be a risk that we interpret the term, decision, differently. Two defirtiiens of
termarea deci sion is a &aspéé2deicc sc ommicshiaincfier eaansoonnge dal t er |

[32]. However, these definitions focus on different aspects. Ma(lBe®4)focuses on the choice, which in this

case must be preceded byemluation of alternativgl82]. This means that decisions are regarded as two steps
within a decision process. The decision process is often considered to include more steps, which makes defining
decisions as the last part@fdecision process somewhat awkward. In the definition of Mintzberg @9ab),

decisions are regarded as a consequence, and it also implies that some typa of aletimys the consequence

[29]. While it is reasonable to consider a decision the result of a decision process, it does not necessarily cause
action. The result can be the @#eon not toact. In this researde central concepts are defined as follows:

Decision-maker

Decision process

Deals with
/

Decision-making

Decision (matter) Becomes Decision (outcome)

Figure. 4 Result of a decision process

A decisionhas two meanings; decision matter and decision outcome. A decision matter is the issue that is
dealt with in the decision process. Tderision matter becomes a decision outcome when the choice is made. The
decision outcome is the chosen alternative that is to be acted upon.

Decisionrmaking is considered to be the mental or physical activities done by a denisiker when dealing
with decisions.

A decisionmaker is a person who carries out decisimaking activities, alone or together with others, but is
not necessarily the one whathorizeghe decision.

A decision processs viewed as a number of phases or steps related to each other that consist of-decision
making activities.

1.5.2 Types, haracteristics of decision support system

According to Turban(1990) AA DSS is an interactive, Bésedx i bl e,
Information System] that utilizes decision rules, models, and model bases coupled with a comprehensive database
and the decision makero6s own insights, l eading to sp
would not be amenable to manageirggience optimisation modgter s@[31]. Thus, a DSS supports complex
decision making anihcreases its effectivenegk?].
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There are many ways to define the concept of DSS. In literaD8& is defined as a computeased
information system that supports organization, individuals as well as group of deuskens in performing
more effective decisions while dealing with structured and unstructured problems. The DSS supports series of
decision activities performed during decision making process. Simikgplication of DSS ranganany domain
of life. DSSs serve the management, operations, and planning levels of an organization and help to make decisions,
which may be rapidly changingnd not easily specified in advan&ower(2002) categorizeBSS into following
categorie$33]:

Datadriven DSS

Modelkdriven DSS

Knowledgedriven DSS
Documemntdriven DSS
Communicatiordriven andgroup DSS

=A =4 =4 -8 -4

1.5.3 Benefits and Imitation of DSS
The benefitof DSS ard33, 34]:

1 Improve individual productivity

1 Improve decision quality and problem solving
1 Facilitate interpersona@lommunication

1 Improve decisiormaking skills

1 Increase organaional control

Power(2002) and Marakas (2003ist some limitationg33, 35):

1 A DSS cannot have human decisimaking abilities, such as creativity, imagination, or intuition.

1 ADSS s limied by its stored knowledge, data and models as well as by the operating computer system.

1 The user interfaces are not sophisticated enough for full interaction between the user and the system in
natural language.

1 Itis difficult to design a general DSS thatapplicable in multiple contexts, but instead they often have

a narrow scope of application.

Often, a DSS needs to be integrated into decision processes.

A DSS can only be supportive if a decisioraker chooses to use the system and integrates theemaly

into 6off | ined thinking and analysis.

1 DSS is atype dbehaviorakengineering, and many managers refuse to accept such intrusions.

f
f

1.6 Defining cognitive load

Sweller(1998)describec ogni ti ve | oad as the | evel of fumefnt al en
information[6]. It refers to the total amount of mental activity imposed on the working memory at an instance in
time. Working memory is the stage of memory where information is stored for a short period prior to either being
forgotten or transferred to long term memdrgng term memory refers to the relatively permanent memory. We
experience cognitive load because of the limitations of the working memory. In this sketigpes of cognitive
load, and their influence anemory influenced by cognitive loadescribedn detail

Cognitive |l oad is a Aconstruct r epr esesaonthecognititehe | oa
s y s t[@. mMaputit in other words, cognitive load means a mental exertion. Its purpose is to interpret and process
information in order to decide an actianithin a given space of timg/]. Our mental capacity to consciously
process information, which is called controlled processing, is limited. Thus, it is important that the individual uses
this limited capacity for the most importanmié mentally demanding task3g].

1.6.1 Types of cognitive lad
Following are the different types of cognitive load

Intrinsic Cognitive Load - refers to the inherent difficulty of the content.

Extraneous Cognitive Load - refers to the load imposed by the instruction design
Germane Cognitive Loadrefers to the degree of effort involved in processing

Working Memory -is used to process informati and create schemas in the long terms

= =4 =4 =4
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1 Schemas learning will only occur if a connection is made to a schematic structurelipniggeermmemory.
1.6.2 Cognitive load and decision support gstem
The cognitive load, in the case study, is expressed in gihodtems:

1 Lack of general overview
1 Lack of understanding
1 High memory load

1.6.3 Measuring cognitive bad

The following matrix is used to measure the cognitive load.

* Perception of invested mental effort. * Rating of difficulty of material (relates
« Post treatment questionnaires to report |  directly to the cognitive load imposed).

the amount of mental effort (not related

to cognitive load).

* Analyse performance outcomes * Neuro-imaging techniques that
measures. measures brain activity (not inclusive of

* Analysis of behavioural patterns. the complete cognitive process).

« Physiological measures such as heart | * Dualtask paradigm

rate and pupil dilation. - Secondary task is added to induce
the memory load. Performance in
primary task is measured.

- Use secondary task to measure
memory load. Performance in
secondary task is measured.

2. RESEARCH IN RE DECISION -MAKING AND RE DECISION SUPPORT

Research in the field of Ritecisionmaking and RE decisiosupport is in its infanch27], although there has
been and is some research conducted in the field. R008&)discusssthat decision problems in RE can be seen
from two perspectives; a requirememntric perspective and an activitgntric perspective. The first one, the
requirementcentric perspective, is often the viewpoint of software engineering researchers, whosenoarns
are the contexts directly related to requirements. Their decision problems begin with the requirements. The second
one, the activity centric perspective, is often the position of decision theory researchers who apply their theories
in the RE dmnain. Their decision problems are identified in the RE process and the software engineering process.
They focus on a broader context and include other aspects, such as maturity of organisations and availability of
information. The two perspectives are mattually exclusive, but the focus and order of importance areeliffe
[27]. Our perspective is an activitentric perspective, since we primarily focus on decisiaking activities of
requirements engineers and the problems and difficulties they experience. Based on the nature of the activities we
suggest charagtistics of a visionary RE decision support system.

A major challenge of this field is to describe and comprehend RE deaisiking. When we have substantial
knowledge about this, then it is possible to effectively improve and support RE deunghamy. Thus, more
theoretical and rapirical research is need¢d?]. To gain insights and guide such research, decisiaking
theories and models of decision processes can be used. This way we can understand the natie€isidéiRE
making activitied37]. A research agenda for the field of RE decigitaking can be derived frof27], as well
as[26]. We need to:
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Perform empirical studies of RE decisioraking in a comprehensive and focused way.

Identify and study the decision problems in the RE process.

Identify the decision types involved in eaRE phase, as well as the meaningful actions or options that
each decisiommaker carries out for each decision type.

Develop approaches that properly address requirements decision problems.

Identify the information type (or knowledge) needed at each phase.

Examine how noittechnical issues, e.g., political, social, orgatibnal, and cultural issues, have an effect
on RE decisiommaking.

1 Identify which type of stakeholders participates in each RE activity and accordingly consider specific
decision aids foeach type of stakeholder.

Understand the group problem solving processes of RE.

Validate the impact of improved RE decisipraking on the system as well as the systems engineering
process.

=a =4 =9

=A =4 =4

=a =4

Based on knowledge about RE decisinaking, decision support and decision making improvements should
be suggested. Developing support for RE decision makinmagar issue for REresearf26]. A The tr emendo
impact of software on products and services ma&éta/are engineering decision supp&@EPScr i t i cal act i v
[38]. Ruhe(2005)adds that decision support is needed throughout the whole life cycle.

However the research if27] arguesthat RE decision support should not strive for optimality. Many decision
situations in RE are not simple enough to enable an a
and tradeoffs, uncertainty, and judgments are necessary. Insteadprovided support should augment the
decisionmaking capacity of the human decisioraker. The strengths of humans and the computational power
should be combined. Humans, for example, have a good capability in handling soft and implicit constraints and
objectives, while computational models have a high capacity, such as memory space and computational
complexity, where the human cotiné abilities are limited[27]. A research agenda and suggestions for what
needs to be supported are provided2gy 27, 37]. We should:

1 Develop empirically based guidelines to support decisiaking

1 Focus on both improved decision quality and improved -bestfit decision makingj.e. both
effectiveness and efficiency

1 Keep track of RE decisions and their effect on the software product, i.e. record decisions, their rationale,
and facilitate traceability

1 Emphasizalecision support for RE decisions during uncertainty. Approachesdtber disciplines can

be used, e.g., probability theory

Provide decision support tools for both development teams and project managers

Support decisiomaking and problem solving of groups of stakeholders

Support requirements negotiations sothasadlla k e hol der sé i nterests are tak

Make generation and evaluationpefssiblealternative solutions

Make better reactions faossiblechanges

Facilitate more transparent and robust decisions that can be understood by the stakeholders

=4 =4 =8 -8 -8 -9

Thus, the field of RE decisiemaking and RE decision support is still immature and a coherent body of
knowledge does not yet exist. The field has a lot of potential and can hopefully contribute significantly to RE
practice in the future, thereby havingasitive impact on the quality of systems and their development processes.

2.1 Decision $tuation of RE decisionrmakers
2.1.1 The Establishment of Requirements

The first step towards decision process is the establishment of requirements which is mainly focusing the
following areag39, 40].

a) Get requiremers, structureequiremerd, write down requirementsing automated tosl
b) Receiverequiremers, document requiremegitanalyseand discuss requirements (negotiate)

2.1.2 The identification phase

Begins with decision recognition routine and RE decisiaker conducts several decisioraking activities
[39, 40]. The categories of decisiemaking activities are:

26



JOURNAL OF SOFTWARE ENGINEERING & INTELLIGENT SYSTEMS
ISSN 258839
30" Aprik01A/olume 2, Is$SEIS, CAOMEI Copyrigi?@.2016

wwwseis.org

a) Systemrelated activities
The systenrelated activities are to:

find out what the customer requirements and system requirements mean
investigate ambiguities in system requirement

initiate themselves into interfaces provided by the customer

analysewhat matters for the subsystem

perform a basic analysis of the desiifunctionality

=A =4 =4 -8 -9

b) Processrelated activities
The processelated activities are:

1 RE decisiormaker creates a general view of the needs and problems in the development process

c) Decision communication activities

The decision communication activities are:

1 The RE decisionmakers conduct investigations in which they obtain an understanding of the problem by
searching documents and talking to relevant stakeholders

1 Notify those who are responsible for the entire system when there are problems in the customer
requirements

2.1.3 The development phase
Search routine is closely leted to screen routine where decision malagks for readymade solutior41].

1 RE decisioamakers compare the new requirements with existing components and fifidamuething

can be reused

In the design routine, custemade solutions are developed and rearyge solutions are modifigd9].

RE decisioamakers create useases and write requiremenssich as internal requirements and
requirements that specify the interface between the subsyflepmsndencies between use cases are also
drawn in this routine

f
f

a) Three decision communication activities
The decision commueation activities are stated as follows:

1 The RE decisiommakers discuss ideas and solutions with those who are responsible for the entire system

9 Discuss with other people who are responsible for subsystem requirements

1 Each person documents theresultdiese di scussions in their Aowno u
alert to the customer requirements and system requirements, so that these are covered in the subsystem
requirements

2.1.4 The selection phase (evaluatioghoice routine)
Three males of this routine af&9, 40].

1 Analysis(the alternatives are evaluated)
I Bargaining(several decisiomakers with different goals that make the choice),
1 Judgemenan individual makes the choice)

1 Three systennelated decision matters are handled by the RE deeisakers

9 Can the requirements become baseline?

1 How is the subsystem going behave and what is it going to look like?

1 Which use cases are needed?

1 Work-related decisions that the RE decisimaker makes

1 Which level of deté should the requirements have?

1 What type of information should the requirements contain?

1 In which order shall the requirements be implemented, i.e., what is the priority of the requirement?
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1 Which level of effort should an investigation have, e.g., of functions in order to write requirements?

1 Authorization routine in the decision process model of Mintzberg

1 In which the decision is approved by somedmorder to commit the orgasitzon to a certain course of
action.

2.1.5 The implementation phase

Several decision activities are pemfieed in this phase for example:

Communicating decisions, plantamns, and track performan¢a3].

RE decisioamakers set up the requirements documents to be used

They document tradeffs, decisions and rationale for decisions together with the functionality
They check design specificatians

Support the persons, who verify, design, and implement, to interpret the requirements

The RE decisiommakers are a service function for all requirements stakeholders

The decision communicatn carried out is dissemination.

=4 =4 -8 -8 889

2.1.6 The follow-up and assessment phase
The consegences of decisions are checked in this phase.

91 Identification of new problemi33].
1 RE decisioamakers check the verification and test specifications
9 User group meetings in order to validate the outcome with the users

2.2 Management d requirement changes

Management ofequirements changes is highly iterative and each instance of the decision process can take
any path thragh the routines

a) The identification phase

There are three different ways RE decisimakers recognise problems that initiate the decision procésd cal
managemeirof requirements changgsl].

1 Error reports from verification or construction

9 Direct requirement change proposals that start the process

1 Requirements errors can also be discovered by the RE denisiker and in suctaseshe or she carries
out dissemination activities by writing an error report

In the diagnosis routine, the REecisionmakers carry out investigations
I Check change proposals, investigate error reports
91 Initiate themselves into input from the customer, depending on what initiated the decision. process

b) The development phase
In the design routine, the REecisionmakers solve error reports, as well as change and add requirements
c) The selection phase

1 In the analysis mode in the evaluaticimoice routine, the RE decisionakers check so that a change
proposal is not going to become a problem for other stbsys

1 In the bargaining mode, there is one systefated decision matter. This decision matter is negotiated

when the requirement in question is shared with other projects:

Is a requirement change proposal going to be approved or not?

There are also twaork-related decision matters that are managetiis mode

When is the requirement change going to be activated?

When is the requirement change going to be implemented?

In the judgment mode, there is one systefated decision matter, which is dealth by the individual

RE decisioamaker when the requirement in question is project unique.

Is a requirement change proposal going to be approved or not?

There is also one wotlelated decision matter to handle:

How should the particular requirements ap@me managed?

= =4 =4 -4 A
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In theauthorizatiorroutine, we have identified activities. When there are particular important decisions,
authorizatioris needed concerning requirements changes

The implementation phase

In this phase, the RE decisiomakers generategairements documents

Documents aimed for the verifiers and implementers that show the differences between former and current
requirements documents

The follow-up and assessment phageo specific activity)

2.2.1 Information sources used by RE decisioimakers

There are different types of information sources that RE deeisaters use in theidecisioamaking

activities[40].

1 Requirements and requiremeaetated information (customer requirements, system requirements, and
subsystem requirements)

1 Customer (technical data of their existing systems, which are going to interact with the system to be)

1 Points of view (from internal stakeholders, such as system manager, resource personnel, e.g., cognitive
scientists, project manager, software engineers, as well as other RE detikiens)

1 Records and reports (consist of error reports, reports from invii@tigaoncerning functions, design
reports, records from requirements check)

1 Meetings

1 Theory

9 The Internet

2.3 Factors that affect the RE decisiormakers
The factors that affect the RE decisiorakers are listed belo#0, 41]:

a)

f
f
f

b)

=A =4 =4

Attitudes towards requirements woik

Low status of requirements work
Prestige between subsystems
Departmentalizationf work

Communication and coordination

Lack of coordination of way ofiorking

Little involvement in discussions

Time-consuming coordination (with respect to calendar time)
Little communication of decisions

Resource

Usability problems in requirements management tools
Lack of external expertise
Lack of introduction to andducation in RE

Pressure

Two problems in the factor pressure are identified:
Time pressure
Several actors with different needs

Cognitive load

Lack of general overview:
Lack of understanding
Lack of memory overview

Knowledge

The domain
The product
Requirements engineering
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3. INDUSTRY SURVEY

In this sectionsurvey is conducted amge have presented the demographic analysis of software development
companies of Pakistamho involved in this researcin overview of respondent designations and experience
also given. We sent our survey questionnaire to 25 teams of 25 different companies and we got response from
respondents. The average number of years of experience of a software development company in software
development is 8 and the average numbeyezfrs of experience of the software development company in
Requirement Engineering (RE) software development is 5. Among the respondents, almost all the respondents
were experienced and working on senior positions. Among the respondents, there werefsgeaanengineer,
five Software developers, six project managers and seven system analysts. The average number of years of
experience of a respondent is 8 and the average number of years of experience of a respondent in requirement
engineering is 5. Moree@y, the range of total experience of the software industry is ranging between 5 and 14
years. Similarlythe range of experience of requirement is lying between 2 and 10 Jahis.1land Figure 1
shows the demographic analysis of the selected companies of Pakistan for this survey.

Table. 1Demographic malysis

Respondent Frequency
Software Engineer 7
Software Developer 5
Project Manager 6
System Analyst 7
Total participants 25

Demographic analysis of participants

System Software
Analyst 7, Engineey7,
28% 28%

m Software Engineer
m Software Developer
Project Manager

m System Analyst

. Software
Project
Developer5,
Manager 6, 20%
24%

Figure. 5 Demographic analysis of participants

4.1 Comparison of factors that affect Cognitive Load and RE Decision making process

In this sectionacomparativenalysis is given about the factors thatdirectly affecting the decisiemaking
process and the quality of decision. Thedathows the frequencies of sfartors used for decision making
activities. The following table shows the most commonly used and least commonljaot®dfor decision
making process.
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Table. 2RE factors and questions

Factors Related questions from Questionnaire Count
RE Tools 16 |17 |18 |19 |21 5
Memory Aid 26 |27 |30 |33]36]37 6
Manpower 13 |34 |38 |42]48]13 6
Information

Visualization 20 |22 |23 |24|25|31 |40|41(8
Standardization 49 | 50 2
Time Factor 14 |15 |32 |35|44 |45 |46|47]|8

4.2 Comparison of factors that are directly affecting cognitive load during decision making

In this section an analysis ggven about that factor which iparticularis directly affecting the process of
decisionmaking duringREDSS These factors also depend on each other. These factors include use of RE tools,
the usefulness of these tools, ease of use of these tools, effect of memory load on decision making fadocess, to
stress during decisiemaking process, support in term of information visualization given by RE tools,
understanding of cognitive load, visual separation and provision of memory load. For detail analysis T test is
performed for which detail is as foll.

This sectionexplains how to conduct a hypothesis test for the difference bepvedt®ad meansThe test
procedure, called thmatched-pairs t-test, is appropriatéo apply inthis research.

4.2.1 Success and failure based on use of RE Tools and Impact of Change in Industry

Figure 6 shows the success and failure based on use of RE tools angdbedf change in the industry and
the results are interpreted below:

Impact of Change of RE Tool in Industry
W After
Before

-
o

Weighting
L T e N - L =]

1 2 3 4 5 6 7 8 % 1011 12 13 14 15 15 17 18 19 20 21 22 25 24 25
Selected Companies

Figure. 6 Impactof change of RE tool

Null Hypothesis Ho: use of RE tools during requirement engineering decision making process has no impact on
reduction of cognitive load

Alternative Hypothesis Hi: use of RE tools during requirement engineering decision making process either
increase or decrease cognitive load

Analysis of DataUsing data, we compute the standard deviation of the differences (s), the standard error (SE) of
the mean difference, the degrees of freedom (DF), andsitare test statistic (t).

s = sq¢kd)?/(n-1)]E(2b34
SE = s/ sqrt(n) Degrees of freedom 24

= 3.586 /[ sqrt(25) ] = 0.527

DF = n - 1 = 25 -1 = 24 |]tscore 9.945

t=[(x1-x2)-D]/SE = (d- D)/ SE = 9.945
Cumulative probability ’W
P(T<9.945) '
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Interpret results. The result given above proves that use of tools is having great impact on quality of decision
making.
4.2.2  Success and failure withrespect to use of RE Tools in reducing cognitivead

Figure7 shows the success and failure based on use of RE taelduicing the cognitive loaahd the results
are interpreted below:

Reduction of Cognitive Load

W After

Before

Weighting

1 2 3 4 5 6 7 8 % 101112 13 14 15 15 17 18 19 20 21 22 23 24 25
Selected Companies

Figure. 7 Reduction of cognitive load

Null Hypothesis Ho: use of RE tools during requirement engineering decision making process is not helpful in

reduction of cognitive load
Alternative Hypothesis H: use of RE tools during requirement engineering decision making process is helpful

either increasing/decreasing of cognitive load
Analysis of DataUsing data, we compute the standard deviation of the differences (s), the standard eobr (SE)

the mean difference, the degrees of freedom (DF), andstt@rée test statistic (t).

s = sqr td?f[ (n ¢ B)(Jd+ 2.375|] Degrees of freedom 24

SE = s / sgrt(n) = 3.586 / [ sqrt(22) ] 6475 e

DF = n - 1 = 25 -1 = 24]||tscore 8.758

t=[(x1-x2)-D]/SE = (d- D)/ SE =8.758 Cumulative  probability] l?
P(T<8.758)

Interpret results. The result given above proves that use of tools are helpful and having great impact of quality
of decision making

4.2.3 Success and failure wit respect to ease of use of RBols during experiments
Figure8 shows the success and failure basedase ofise of RE tools and the results are interpreted below:

Ease of Use of RE Tools

o After

Before

Weighting

L= = T T R VAR - (RN R - |
I

e e B e N
12 3 45 6 7 8 910111213141516171819202122232425

Selected Companies

Figure. 8 Ease of use of RE tools
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Null Hypothesis Ho: use of RE tools is not easy during requirement engineering decision making process in
reduction of cognitive load

Alternative Hypothesis Hi: use of RE tools leads to ease or difficulty during requirement engineering decision
making process in managing cotive load

Analysis of DataUsing data, we compute the standard deviation of the differences (s), the standard error (SE) of
the mean difference, the degrees of freedom (DF), andstt@ré test statistic (t).

s = sqrtd?[ (n¢HE(PHE 2485 |—
SE = s / sart(n) = 3586 / [ sqri(22) | G497 | | Degrees of freedom 24
DF = n - 1 = 25 -1 = 24

t=[(x1-x2)-D]/SE = (d- D)/ SE =11.189 t score 11.189
Cumulative probability l—
P(T < 11.189) 1.0000

Interpret results. The result givermbove proves that use of tools are helpful and having great impact of quality
of decision making

4.2.4  Success and failure with respect to memory load during experiments

Figure 9 shows the success and failure basednemory load during experimenend the redts are
interpreted below:

Change in Memory Load

m After

Before

g 4 — - — —

Weighting
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

1 2 3 4 5 & 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 23 24 25
Selected Companies

Figure. 9 Change in memory load

Null Hypothesis Ho: memory load during requirement engineering decision making process has no impact on
reduction of cognitive load

Alternative Hypothesis Hi: memory load during requirement engineering decision making process either
increase or decrease cognitive load

Analysis of DataUsing data, we compute the standard deviation of the differences (s), the standard error (SE) of
the mean difference, the degrees of freedom (DF), andsitare test statistic (t).

s = sqrtd?[(n¢H@(HE 0597 l—
SE = s/ sar(n) = 3.586 / [ sqrt(22) ] ©.119]| | Degrees of freedom 2
DF = n - 1 = 25 -1 = 24

t=[(x1-x2)-D]/SE=(d-D)/ SE=  -18.754 | ]t score -18.754
Cumulative probability l—
P(T < -15.087) 0.0000
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Interpret results. The result given above proves tlhige of tools are helpful and having great impact of quality
of decision making in term of memory load
4.2.5 Success and failure with respect to stress Level during experiments

Figure 10 shows the success and failure bassttess level during experimerstsd the results are interpreted
below:

Stress Level

Weighting

s

1 2 3 4 5 6 7 8 5 10 11 12 13 14 15 15 17 18 19 20 21 22 23 24 25

Selected Companies

Figure. 10 Stress level during experiments

Null Hypothesis Ho: Stress during requirement engineering decision making process has no impact on reduction

of cognitive load
Alternative Hypothesis Hi: Stress during requirement engineering decision making process eitreasmor

decrease cognitive load.
Analysis of DataUsing data, we compute the standard deviation of the differences (s), the standard error (SE) of

the mean difference, the degreesreédom (DF), and thedcore test statistic (t).

s = sqrtd?[(n{B(]di= 0654 l—
SE = s / sqrt(n) = 3.586 / [ sqrt(22) ] €123 Degreewf freedom 2

DF = n - 1 = 25 -1 = 24

t=[(x1-x2)-D]/SE=(d-D)/ SE=  -18.575 | ]tscore -18.575

Cumulative probability l—
P(T<-18.575) 00000

Interpret results. The result given above proves that use of tools are helpful and having great impact of quality
of decision making in term of memory load.

4.2.6 Success and failure withrespect to Information visualization during experiments

Figurellshows the success and failure basethfmmmation visualizatiomuring experiments and the results
are interpreted below:

Information Visualization

WafteT

Befare

Weighting
(=] [ [} I (0] o ] oo
\
\
|
|

1 2 3 4 5 6 7 & 9 10 11 12 13 14 15 16 17 18 15 20 21 22 23 24 25
Selected Companies

Figure. 11Information vusualizationduring experiments

Null Hypothesis Ho: Information visualization during requirement engineering decision making process has no
impact on reduction of cognitive load
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Alternative Hypothesis H1: Information visualization during requirement engineering decision making process

either increase or decrease cognitive load
Analysis of DataUsing data, we compute the standard deviation of the differences (s), the standard error (SE) of

the mean difference, the degrees of freedom (DF), andsit@ré test statistic (t).

s = sqritd?] (n d = 0816
qritd) 1 (n { B(] Degrees of freedom |24—

SE = s / sqgrt(n) = 3.586 / [ sqgrt(22) ] 6.163
DF = n - 1 = 25 -1 = 24
t=[(x1-x2)-D]/SE = (d- D)/ SE =15.922 t score 15.922

Cumulative probability, l—
P(T< 15.922) 1.0000

Interpret results. The result given above proves that use of tools are helpful and having great impact of quality
of decision making in term of memory load.

4.2.7 Success and failure \ith respect to understanding of ognitive load during experiments

Figure 12 shws the success and failure basedinderstanding of cognitive loatliring experiments and the
results are interpreted below:

Understanding of CL ® After

Before

1z

10

Weighting
|
|
|
|
|
|

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 1% 20 21 22 23 24 25
Selected Companies

Figure. 12Understanding of cognitive load

Null Hypothesis Ho: Understanding of cognitive load during requirement engineering decision making process

has no impact on reduction of cognitive load
Alternative Hypothesis H1: Understanding of cognitive load during requirement engineering decision making

process either arease or decrease cognitive load
Analysis of DataUsing data, we compute the standard deviation of the differences (s), the standard error (SE) of

the mean difference, the degrees of freedom (DF), andstt@ré test statistic (t).

= - d)2 i
3 sqrtdf (0 ¢ EXHF 0476 Degrees of freedom 24

SE = s / sqrt(n) = 3.586 / [ sqgrt(22) ] €.095
DF = n - 1 = 25 -1 = 24
t=[(x1-x2)-D]/SE = (d- D)/ SE =13.863 t score 13.863

Cumulative probability] ll—
P(T<13.863) 0000
Interpret results. The result given above proves that use of tools are helpful and having great impact of quality

of decision making in term of memory load.
4.2.8 Success and failure with respect to Visual Separation on Cognitive load during experiments

Figure 13 showthe success and failure based on visual separation cognitive load during experiments and the
results are interpreted below:
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Figure. 13Visual separation on cognitive load

Null Hypothesis Ho: visual separation support during requirement engineering decision making process has no
impact on reduction of cognitive load

Alternative Hypothesis H1: visual separation support during requirement engineering decision making process
either increase or deease cognitive load

Analysis of DataUsing data, we compute the standard deviation of the differences (s), the standard error (SE) of
the mean difference, the degrees of freedom (DF), andsttmré test statistic (t).

s = sqrtd[({B(di= 0707 I
SE = s / sqr(n) = 3.586 / [ sqri(22) | e.141| | Degrees of freedom 2
DF = n - 1 = 25 -1 = 24

t=[(x1-x2)-D]/SE = (d- D)/ SE =15.556 t score 15.556
Cumulative probability l—
P(T < 15.556) 1.0000

Interpret results. Theresult given above proves that use of tools are helpful and having great impact of quality
of decision making in term of memory load.

4.2.9 Success and failure wth provision of memory load on @gnitive load during experiments

Figure 14 shows the success antufaiwith provision of memory load on cognitive loddring experiments
and the results are interpreted below:

Provision of Memory Aid u after

Before

1 2 3 4 5 6 7 8 % 10 11 12 13 14 15 16 17 18 15 20 21 22 23 24 25
Selected Companies

Weighting
[=] L] w g (0] o = m

Figure. 14 Provision of memory aid on cognitive load

Null Hypothesis Ho: visual separation support during requirement engineering decision making process has no

impact on reduction of cognitive load
Alternative Hypothesis H1: visual separation support during requirement engineering decision making process

either increase or deease cognitive load
Analysis of DataUsing data, we compute the standard deviation of the differences (s), the standard error (SE) of

the mean difference, the degrees of freedom (DF), andstt@rée test statistic (t).
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s = sqrtd?[(n¢HE(PHF 1052
SE = s / sqrt(n) = 3.586 / [ sqrt(22) ] 6.210| || Degrees of freedom 24
DF = n - 1 = 25 -1 = 24

t=[(x1-x2)-D]/SE = (d D)/ SE =5.894 t score 2
Cumulative probability ’—
P(T < 5.894) 10000

Interpret results. The result given above proves that use of tools are helpful and having great impact of quality
of decision making in term of memory load.

4.2.10Success ad failure with respect to colaur text for abstraction help to reduce Cognitive load during
experiments

Figure 15 shows the success and failure basedaour textfor abstraction help to reduce cognitive load
during experiments and the results are interpreted below:
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Figure. 15Colour text for abstract information

Null Hypothesis Ho: colour text for abstractioduring requirement engineering decision making process has no

impact on reduction of cognitive load
Alternative Hypothesis H1: colour text for abstractioduring requirement engineering decision making process

either increaseralecrease cognitive load
Analysis of DataUsing data, we compute the standard deviation of the differences (s), the standard error (SE) of

the mean difference, the degrees of freedom (DF), andstt@rée test statistic (t).

s = sqrtd?[({B(di= 0.917
SE = s / sqrt(n) = 3.586 / [ sqrt(22) ] ©.183| || Degrees of freedom 24
DF = n - 1 = 25 -1 = 24

t=[(x1-x2)-D]/SE = (d- D)/ SE =13.311 t score 13.311
Cumulative probability ’—
P(T<13.311) 1.0000

Interpret results. The result given above proves that use of tools are helpful and having great impact of quality
of decision making in term of memory load.

The remaining figures explain the different factors that have attyigring experimentation of this research.
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Figure. 23 Organizatiorand compliance of policies
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Figure. 24 Use of Re tools and their help in reducing ]
cognitiveload Figure. 27 Comparison of use dRE tools and ease of
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Figure. 25 Comparson or RE tools use different

projects
Figure. 28 Comparison of understanding, memory
load and stress on project
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Figure. 29Comparison of Visual support for reduction
Figure. 26 Comparison of use of RE tools and trainin¢of cognitive load
support
CONCLUSION

The aim of this research work wasexplore the impacof cognitive load on decisiemaking in the domain of

RE. For completion of this research work, a survey is performed in 25 software organizations and responses are
collected from experts. Special care was taken in designing questics\ey and considered factdhat affect

RE decisioamaking. Factors list comprises of use of RE tools, ease of use of RE tools, change in memory load,
impact of stress level, information visualisation support, understanding of cognitive load, visaatise,
provision of memory aid and colour text abstraction. Experts response was noted in two different phases, once
without provision of support forandling cognitive load. Later, thesponse collection was done after providing
necessary support to supplement cognitive load inde&sionmaking. For evaluation of responsestebt
statistical analysis was performed to measure the change impact. A significant improvement was iobterved
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